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Atiq-ur-Rehman
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Abstract 

Despite extensive research of research on unit roots, consensus on 

several important issues and implications has not emerged to date 

(Libanio, 2005). There are many series which were being 

investigated for existence of unit root and for these series, there is 

conflict between the researchers regarding the existence of unit 

root.  For a given data series it is generally not possible to decide 

which of unit root tests would be the best suited. The Monte Carlo 

experiments prove that the performance of unit root tests depends 

on the type of data generating process (DGP), but for the real data 

we do not know the true DGP. Hence, we cannot decide which of 

the tests would perform best for a series. The bootstrap approach of 

Rudebusch (1993) offers an alternative to measure the performance 

of unit root test for any real time series with unknown DGP. 

Rudebusch (1993)’s approach is extended to measure and compare 

the performance of unit root tests for annual real GDP series of 

various countries. Our results show that unit root tests have very 

low ability to discriminate between best fitting trend stationary and 

difference stationary models for GDP series of most of the countries 

and that Phillips Perron test is superior to its rivals including 

Dickey-Fuller, DF-GLS and Ng-Perron tests. The results also 

support existence of unit root in real GDP series. 
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1. Introduction 

In a seminal paper, Nelson and Plosser (1982) showed that several 

common economic time series had stochastic, rather than deterministic, 

trends. These two statistical specifications are radically different both in 

terms of statistical and in terms of economic implications. Unit root 

tests are the principal means of discriminating between the two models, 

and a huge literature has developed since then. For a recent survey, see 

Patterson (2010).  

An extremely large number of unit root tests have been 

proposed, and very little guidance is available regarding relative 

performance of these tests. Huge survey of these tests and their 

comparisons exist e.g. Maddala and Kim (1998) and Perron (2006). 

However, these do not resolve the problem, since different tests have 

different areas of strengths and weaknesses. For example, a test that is 

designed to test unit root in presence of structural breaks would be 

better when there are structural breaks and will lose its desirable 

properties when there is no structural break. On the real data, the 

performance of these tests cannot be assessed because we don’t know 

what the true data generating process is.  Rudebusch (1993)’s bootstrap 

approach which is summarized in the next sections, offers an 

alternative to measure the performance of unit root test for any real 

time series with unknown DGP. Rudebusch’s methodology is extended 

to find the ability of the unit root tests to differentiate between unit root 

and stationary series and to make a mutual comparison of various unit 

root tests.  

Rudebusch approach is utilized to measure the performance of 

unit root tests for the GDP series of various countries, and to compare 

the tests with each other. Results show that for most of data series, unit 

root tests are unable to discriminate between best fitting trend 

stationary and difference stationary models. For some series, it is 

possible to discriminate between two types of models and the Phillips 

Perron test performs best for the purpose. Our results also support 

existence of unit root in GDP series. 

The rest of the paper is organized such that Section 1 

introduces bootstrap approach introduced by Rudebusch (1993) and a 

discussion that why this approach is suitable to evaluate the 

performance of unit root tests. Section 2 introduces the modifications 

made in the Rudebusch approach by the author. Section 3 discusses the 
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computational details of the unit root tests being compared in this 

paper. Section 4 is about the specification decisions needed for unit root 

testing and the author’s strategy to make these decisions. Section 5 is 

about the data and sample size used in this paper. Section 6 gives 

details of parametric spaces estimated from the real data and used 

further for simulations. Section 7 is about the Monte Carlo experiment 

and its results.  Section 8 contains the discussion on the results. Section 

9 discusses the real life implications of the results and finally section 10 

concludes the discussion.  

2. The Bootstrap Approach of Rudebusch and Comparison of 

Unit Root Tests 

Our aim in this paper is to find answer to two questions: (i) is it 

possible to discriminate between trend stationary and difference 

stationary model for GNP series of various countries, the opposite of 

this could be taken as observational equivalence (ii) if it is possible to 

discriminate between trend and difference stationary models, which of 

the unit root tests performs best for the purpose. Since voluminous 

literature on the unit root already exists, a detailed survey of literature is 

not much useful. Interested readers are referred to relevant sources 

including Maddala and Kim (1998) and Patterson (2010). An important 

limitation of these studies is lack of compatibility with real data. Most 

of these studies are based on Monte Carlo simulations whereas few 

comparisons are based on asymptotic properties. Unfortunately, Monte 

Carlo simulations studies offer us no guidance on which test should be 

used in real world applications, such as that of finding a unit root in the 

GNP series. The Monte Carlo studies on performance of unit root tests 

are based on arbitrary pre-specified data generating process and 

perform well for same data generating process. But for the real series, 

we have no prior idea of the data generating process. 

Rudebusch (1993) takes a forward step and proposes a procedure 

which uses the real data to evaluate the performance of unit root tests. 

Rudebusch (1993) measures the ability of a unit root test to 

discriminate between the best fitting trend stationary and best fitting 

difference stationary models estimated from given data series. He  

estimates best fitting trend stationary model and best fitting difference 

stationary models for given time series and then takes these two 

estimated models as DGP for computation of size and power. 

Therefore, this approach offers systematic procedures for choosing the 
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DGP instead of arbitrary choice and the procedures provide a model 

having close matching with the properties of time series under 

consideration The Rudebusch (1993) approach is outlined as under: 

For a given real time series 
t
y , compute the best fitting trend 

stationary model by estimating following autoregression: 

1

k

t i t k t
i

y a bt y     (1) 

For the same series, compute the best fitting difference 

stationary model by estimating following autoregression: 

1

k

t i t k t
i

y y v     (2) 

Use the estimates of , ,
i

a b  and 2  to generate artificial data 

series analogues to trend stationary (TS) model of the real data series. 

Compute the unit root test statistics for this series. 

Use the estimates of ,
i
 and 2  to generate artificial data 

series analogues to difference stationary (DS) model of the real data 

series. Compute the unit root test statistics for this series. 

Repeating the above process for a large number of times one 

can estimate distribution of the test statistics for two types of models. If 

the two distributions are distant to each other than the unit root test 

would be able to discriminate between the two types of models 

whereas it would fail if major portion of the distributions is 

overlapping. 

3. Extending the Rudebusch Approach 

As stated above, Rudebusch (1993) measures the ability of a unit root 

test to discriminate the best fitting trend stationary and difference 

stationary models estimated from given data series. Rudebusch (1993) 

approach is extended in two directions as follows: 

i. Rudebusch (1993) procedure measures the performance of single unit 

root test; we use this approximation of the performance to compare 

various tests. 

ii. Rudebusch (1993) estimates best fitting trend stationary and 

difference stationary model for single time series and then uses these 

estimates to evaluate size and power of unit root tests. We formulate 
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two parametric spaces covering the estimated parameters of the best 

fitting difference stationary and trend stationary models of a large 

pool of countries. The performance of unit root tests is evaluated on 

these parametric spaces. Thus, the results can be generalized to any 

data series, whose estimated parameters fall into these parametric 

spaces.  

Extensive bootstrap simulation experiments were performed to 

compute the size and power of various unit root tests for models 

belonging to the two parametric spaces. Although, the scope of study is 

limited to the series whose parameters fall into these parametric spaces, 

our results give a fair measure of the ability of unit root tests to 

differentiate between trend stationary and difference stationary models.  

4. Tests in Competition 

In this study, we have utilized four univariate unit root tests: 

Augmented Dickey Fuller (ADF) test, Phillips Perron (PP) test, Dickey 

Fuller GLS (DF-GLS) test and Ng-Perron (NP) test. Including their 

variation with respect to deterministic trend, we have sixteen tests to be 

compared. The detail on computation of tests statistics and critical 

values is discussed in detail in is present in next section. The tests are: 

 (Augmented) Dickey Fuller Test 

(i) Without drift and trend (DFN), (ii) With drift but no trend (DFC) 

and (iii) With drift and Trend (DFT) 

 Phillips Perron Test 

(i) Without drift and trend (DFN), (ii) With drift but no trend (DFC) 

and (iii) With drift and Trend (DFT) 

 Dickey Fuller GLS tests 

(i) Without Trend (DFGC) and (ii) With Trend (DFGT) 

 Ng Perron Test 

(i) MZA without Trend (ZAC), (ii) MZA with Trend (ZAT), (iii) 

MSB without Trend (SBC), (iv) MSB with Trend (SBT), (v) MPT 

without Trend (PTC), (vi) MPT with Trend (PTT), (vii) MZT 

without Trend (ZTC) and (viii) MZT with Trend (ZTT) 

a. Augmented Dickey Fuller Test 

ADF test is the modified version of test statistics proposed by Dickey 

and Fuller (1979). ADF test statistics is based on one of following 

regression equations.  
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M1 
Without drift, 

trend 1
1

k

t t j t k t
i

y y y e
 

 

M2 
With drift, but 

no trend 1
1

k

t t j t k t
i

y y y e
 

(3) 

M3 
With drift and 

trend 1
1

k

t t j t k t
i

y t y y e
 

 

 Where 
2(0, )

t
e iid   

The test statistics is given by 
ˆ

ˆ

ˆ( )
t

SE
, where ˆ  is OLS estimate of . 

Asymptotic distribution of ADF test statistics is non-standard. 

Therefore, the critical values are to be computed by simulations or 

numerical approximations. The critical values of ADF test statistics are 

provided by McKinnon (1994) computed via Monte Carlo 

experiments. 

b. Phillips–Perron Test 

Phillips-Perron test is a unit root test, based on the Dickey-Fuller 

regression equation. But unlike the Augmented Dickey–Fuller test, 

which extends the Dickey-Fuller test by including additional lags 

of variables as regressors in the model, the Phillips-Perron test 

makes a non-parametric correction to the t-test statistic to capture 

the effect of autocorrelation.  

i. The Phillips Perron Test Statistics 

The Phillips Perron test statistics is based on one of the three 

regression equation describe below:  

1 Without drift, trend 1t t t
y y e   

2 With drift, but no trend 
1t t t

y y e       (4) 

3 With drift and trend 1t t t
y t y e   

 Where 
2~ (0, )

t
e iid   

 

These three equations are similar to Dickey Fuller regression 

equations without any ‘augmentation’. The test statistics is given by: 
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(5) 

 where 
ˆ

ˆ

ˆ( )
t

SE
, 2 1 2

2
t

T

t

s T e and 
t
e  are the residuals 

of the regression. (̂0)f is estimate of spectral density at frequency zero 

whose estimation procedure is described below. The limiting 

distributions of Phillips Perron test statistics are similar to 

corresponding distributions of Dickey Fuller test. Finite sample critical 

values are also same. 

ii. Estimating Spectral Density at Frequency Zero 

There are various ways of computing spectral density at frequency zero 

for a series. Following Ng and Perron (2001), we will use 

autoregressive estimate of spectral density, wherever needed in the 

thesis. This can be computed as follows:  

Consider the ADF regression equation described in (3). 

Estimate number of lags included in ADF equation using some 

consistent criterion e.g. MAIC. Than the estimate of autoregressive 

spectral density at frequency zero is given by: 
2

1 2

ˆ
(̂0)

ˆ ˆ ˆ1 ...
k

f     (6) 

where 2ˆ is estimate of error variance and ˆ , 1,...
i
i k  are the 

estimated coefficients from regression equation 3. 

c. DF-GLS Test 

Elliott, Rothenberg and Stock (1992), use King (1987)’s approach 

to develop a best point optimal test. They find a test whose power 

function is tangent to the power envelope and never far below it. 

Then they find a test which has power function closest to this test. 

This test is based on GLS detrending whose procedure is as 

follows:  
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Let 
1 2
, ,...

t
y y y  be the data series. The quasi differenced 

series is obtained as:  

                

(7) 

Next considered following OLS regression: 

t t t
y x u      (8) 

where 
t
x is the deterministic part; the GLS detrended series d

t
y  is 

defined as: 

ˆd
t t t
y y x       (9) 

ˆ  is the estimate of  from (8). The deterministic part 
t
x  would 

be vector of ones, 
'

{1} 1,1,...1  if series is assumed not to have 

linear trend and  if series is assumed to have a linear 

trend. Value of a  is chosen as 13.5
a

T
 if series is assumed to 

have linear trend 7
a

T
  if series does not have linear trend. This 

procedure is also called local to unity GLS detrending.  The DF-

GLS statistics is then computed from following regression: 

1
1

k
d d d
t t j t i t

i

y y y e    (10) 

And the test statistics 
ˆˆ
ˆ( )GLS

t
SE

  

Elliott, Rothenberg and Stock (1992), show that the power 

curve of ˆ
GLS
t  is tangent to asymptotic power envelop and is never 

far below it. The finite sample critical values can be found in Elliot 

at al. (1992). 

d. NG-Perron Test 

Elliott, Rothenberg and Stock (1992), showed that power function of 

their test is tangent to power envelop at 50% power. However, 

inappropriate choice of lag length can still lead to poor size/power 

properties. While the power gains of the DF using GLS detrended data 
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are impressive, simulations also show that the test exhibits strong size 

distortions when there is MA root with negative coefficient. Size 

distortions, however, are less of an issue with the M-tests in theory as 

shown by Perron and Ng (1996). 

In practice, it does require us to have a way to find the 

appropriate lag length. So, Ng & Perron kept these three things in mind 

and designed M test for GLS detrended data. They also designed a 

criterion for choice of appropriate lag length, which they show better 

than other existing criteria. Therefore, this test accumulates the 

intellectual wisdom of GLS detrending proposed by Elliot, Rothenberg 

and Stock (1992), and usage of M-estimators proposed by Stock 

(1999). M-type test uses the estimate of spectral density of 

autoregressive process.  Ng and Perron (2001) proposed a set of four 

tests all using M-estimator. Further detail on computation of these tests 

is as under: 

Let 
1 2
, ,...

t
y y y  be a time series to be tested for unit root. 

Compute GLS-detrended series 
1 2
, ,...d d d

T
y y y  as defined in equation 9 

Consider the OLS regression equation 10, i.e.       

1
1

k
d d d
t t j t j tk

j

y y y e  

Than spectral density estimate at frequency zero from equation 4 is: 
12

1 2
ˆ ˆ ˆ ˆ ˆ(0) 1 ...

k
f  

Define 2
1

2

( )
T

d
t

t

y  

The set of tests proposed by Ng and Perron contain tests 

, ,
t

MZ MZ MSB and 
T

MP . These tests are defined as follows: 

          

1 2 ˆ( ) (0)

2

d
T

T y f
MZ  (11) 

        

(12) 

         
t

MZ MSB MZ   (13) 
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(14) 

where a  is equal to -7 if {1}x  and -13.5 if {1, }x t . 

i. Asymptotic Behavior and Critical Values of Ng-Perron Test 

Ng and Perron claim that the four tests have optimal properties of DF-

GLS test and M-estimator proposed by Stock (1999). They argue that 

asymptotic power curve of these tests is never far below the asymptotic 

power envelop. The asymptotic critical values of Ng-Perron test are 

provided by Ng and Perron (2001).  

5. Pre-Test Model Specification 

Before application of unit root test to a real data series, a researcher has 

to make number of specification decisions. Two important decisions 

are the choice of lag length and specification of deterministic 

regressors. There are various methods for making such decisions and 

among these methods the methods utilized in this study are 

summarized below.   

a. Criterion for Choice of Lag Length 

Appropriate choice of truncation lag is important for the 

implementation of unit root test proposed by Dickey and Fuller (1979) 

and Said and Dickey (1984). It is also required to estimate the 

autoregressive spectral density at frequency zero. Several criteria exist 

for the choice of truncation lag. Ng and Perron (2001) compare 

performance of several criteria for the choice of lag length and show 

that Modified Akaike Information Criterion outperforms other criteria 

for the appropriate choice of lag length. Following Ng and Perron 

(2001), throughout this study we will use MAIC for the choice of lag 

length. This MAIC statistics is given as under: 

For the autoregression defined , 

the MAIC is computed as:  

2

max

2 ( )
ˆln( ) T

k

k k
MAIC

T k
   (15) 
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Here 2

k̂
is the variance of residuals from regression equation 1 

when k  lags are included in the autoregression and 

. Also  for ADF, PP and PP 

test whereas  for DF-GLS and NP test.  

b. Choice of Deterministic Part 

Appropriate choice of time trend is very important in unit root 

testing. Inappropriate choice of deterministic trend leads to 

substantial power loss (Campbell & Perron, 1991). The existing 

techniques for specification of deterministic trend do not have 

reliable size and power properties (see Hacker & Hatemi, 2006 and 

Rehman & Zaman, 2008). Instead of choosing between different 

specifications of deterministic trend, we analyze all commonly 

used specifications of deterministic trend. Therefore the Dickey 

Fuller test and Phillips Perron test are used with three specification 

of deterministic part i.e. (i) without drift and trend, (ii) with drift 

and (iii) with drift and trend. Similarly, we use two specifications 

of deterministic trend for DF-GLS and Ng-Perron Tests. 

6. Data and Sample Size 

Our focus in this study is the annual GDP series, which shares several 

common characteristics. One of the important characteristic is the small 

sample size. Most developing countries have small amount of 

macroeconomic data, which can be used for econometric analysis. The 

WDI database which is perhaps the largest data source for data on 

developing countries and is published by World Bank, consist of 

annual time series for various countries. This database has data starting 

from 1960; therefore, the length of data available today is about 55 

observations. However, for many countries, the available length of 

macroeconomic time series data does not exceed 20 observations.  

The problem we have to study, is to decide whether a given 

GNP series is TS or DS, requires working with small samples.  This 

has important implication because many tests which have good 

size/power in large/moderate sample sizes, fail to perform well in the 

small samples.   



A Test of Unit Root Tests                                                                  | 19 

Journal of Quantitative Methods                                            Volume 3(1): 2019 

The data we use are GDP per capita (Constant US$) retrieved 

from WDI data base. We select the countries for which data is available 

from 1960 to 2010 and there is no evidence of structural break in this 

period. The structural break is inspected by applying Chow break point 

test to the following autoregression: 
3

1
t t i t

i

y t y . Here 
t
y is 

the log transform of the GDP series. There were 96 countries for which 

we find full length data series. After discarding the data series with 

structural breaks we are left with the following 55 countries:  

Australia, Austria, Belgium, Benin, Botswana, Burkina Faso, 

Burundi, Cameroon, Central Africa, Chad, China, Cote d’Ivoire, 

Denmark, Dominican Rep, Ecuador, Egypt, Finland, France, Greece, 

Guyana, Honduras, Hong Kong, Iceland, Indonesia, Ireland, Italy, 

Japan, Kenya, Korea, Luxembourg, Malawi, Malta, Nepal, 

Netherlands, New Zealand, Nicaragua, Niger, Nigeria, Norway, 

Pakistan, Portugal, Seychelles, Sierra Leone, Spain, Sri Lanka, Sudan, 

Sweden, Switzerland, Syria, United Kingdom and Zimbabwe.  

7. Estimating Best Fitting Models and Empirical Parametric 

Spaces 

For the GDP of selected 55 countries, best fitting trend stationary and 

best fitting stationary model were estimated using Rudebusch (1993) 

approach described in section 3. The estimated models have various 

specifications, however, the simplest and most common trend 

stationary and difference stationary models were chosen to formulate 

the parametric spaces. Parametric space 
DS

covers the estimated 

parameters of DS models and 
TS

covers estimated parameters of TS 

models.  

We report best fitting Difference Stationary models in table 1. 

The simplest most common DS model was
0t t

y a , where 

0
(0,.25)a and ( ) (0,.027)

t
se . Thus, the two dimensional 

parametric space for DS models is: 

2

0 0
{( , ) : (0,0.025), (0,.027)}

DS
a a

 
(16) 

This parametric space covers best fitting models for 22 out of 

55 countries. Best fitting Trend Stationary models are reported in table 
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2. The simplest most common TS model was 
1 1 1t t t

y a b y ,  

where 
1 1
(0,.45), (0.85,1)a b  and ( ) (0,0.3)

t
se . Thus, the 

parametric space is: 

2

1 1 0 1
{( , , ) : (0,.45), (.85,1), (0,.027)}

TS
a b a b  (17) 

This parametric space covers best fitting models for 21 out of 55 

countries. The intersection covers 9 countries. 

8. Monte Carlo Design and Results 

a. Monte Carlo Design 

Parametric space for DS models i.e. QDS was divided into 

multidimensional grid. Each point of this grid was used as parameter of 

data generating process. Size of unit root tests was computed for the 

series thus generated at each point of this grid. The parametric space for 

TS models QTS was also divided into another multidimensional grid 

and power of unit root tests was computed at each point of this grid. 

b. Size of Tests 

Size of various unit root tests is reported in table 3.  We see that for all 

tests, the empirical size does not exceed the nominal size. Therefore, 

the probability of type I error is bounded above by the nominal size. No 

distortion of size was observed. Also it was observed that the size of 

tests is independent from the variance of error term 2 . 

c. Power of Tests 

The powers of various unit root tests are reported in table 4 that shows 

many unexpected results. Most surprising was the failure of tests based 

on GLS detrending including the Ng-Perron and the DF-GLS test. The 

DF-GLS is shown to have power closest to asymptotic power envelope 

(Elliot, Rothenberg & Stock, 1992). Ng-Perron test is a test 

accumulating intellectual heritage of the DF-GLS test and M-estimator 

by King (1987). However, the optimality of these tests is based on 

asymptotic properties.  

The simulations show that optimality does not hold for small 

samples. For instance, the minimum sample size used for simulations 

by Ng and Perron (2001) is 100, whereas our sample size is 50. 

Anyway, these simulations show clear superiority of Dickey Fuller and 
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Phillips Perron tests over the DF-GLS and the Ng-Perron tests in small 

samples. In fact an overview of Table 4 reveals that the power of 

detrending based tests i.e. the DF-GLS and Ng-Perron test rarely 

exceeds their size, so that these tests have no ability to discriminate 

between the trend and difference stationary processes for data under 

consideration. Furthermore, an overview of power of tests tabulated in 

table 4 reveals that ranking of tests according to average power for TS 

models is as follows: PPC, DFC, PPT and DFT. 

d. The Response Surface for Power of Tests 

The PPC test and DFC tests have maximum average power for the TS 

models, thus they have best overall performance in the context under 

consideration. The response surface function was estimated to decide 

better test among these two. The response surfaces for DFC and PPC 

tests are given in figure 1(a & b).  

 

Figure 1a: Response Surface for DFC 

The figure gives response surface for DFC test.  The power is 

positively related to distance between unity and lag coefficient, and to 

the value of constant. 
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Figure 1b: Response Surface for PPC 

The figure gives response surface for PPC test. Just like DFC 

test, the power is positively related to distance between unity and lag 

coefficient and to the value of constant. 

 

The response surfaces for the powers of two tests show similar 

behavior. The power of the tests is positively related to the difference of 

lag coefficient 
1
b  from unity i.e. its power increases if the value of 

1
b  

goes to zero (distance from unity increases).  

The power is positively associated with the constant 
1
a  i.e. 

increases with the increase in value of 
1
a .  Moreover, it can be 

observed from table 4 that power of PPC test is higher than that of DFC 

test for entire parametric space. 

We compute the approximate response surface functions for 

the powers of two tests by regressing the power of tests on various 

functions of 
1 1
a and b . These response surface functions are:  

2 1

1 1 1 1 1 1 1 1
ln( , ) 374.394 17.392 211.413 8.03 28.765 163.386

dfc
P a b a b a a b b

And  

2 1

1 1 1 1 1 1 1 1
ln( , ) 355.046 22.041 201.320 10.032 34.762 154.032

ppc
P a b a b a a b b
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where 
dfc ppc
P and P are the powers of DFC and PPC tests 

respectively. The two models are fairly similar to each other and both 

provide equal degree of fitness (R-square  92% for the two models).  

The numerical evaluation of the two functions reveals that 

value of difference ln( ) ln( )
ppc dfc
P P  is never smaller than zero 

for all 
TS

.  

Figure 2 plots the difference between power of PPC test and 

DFC test i.e. ppc dfcDiff P P  estimated by using response surface 

function. Figure 2 confirms that power of PPC test is superior to that of 

DFC test, since the difference is always positive. 

 
Figure 2: Difference between Powers of PPC and DFC 

The figure plots the difference
ppc dfcDiff P P  . The difference 

is positive for all points in parametric space TS  which shows that PPC 

test is superior to DFC test with regard to its power.  

The estimated function was then used to predict power of 

tests for actual models for the real data.  
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Figure 3: The Predictions by Estimated Response Surface 

Functions of PPC and DFC 

The estimation of Response Surface function was carried out 

using power of tests at regular grid and this function was then used to 

predict power of tests on some other points in the parametric space 

which corresponds to estimated models for real time series. The 

predictive performance of two tests seems reasonable. 

Figure 3 gives the power of PPC and DFC tests for the 

estimated best fitting models for various countries. It is clear that 

the PPC test has better performance than DFC for all models. The 

powers of all other tests are much smaller than the powers of these 

two tests. 

 

Figure 4: Power of PPC and DFC for Best Fitting TS Models 

Powers of DFC and PPC for TS models of various countries 

are plotted. The superiority of PPC to DFC is clearly visible 
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It can be seen that for all of the countries, the performance 

of PPC test is superior to that of DFC test. This leads to the 

conclusion that the PPC test is superior to other tests with regard to 

its power for testing stationarity of real GDP series. This 

superiority occurs without any distortion in the size of test; 

therefore, the PPC test is superior to all other tests.  

9. Discussion of Results  

9.1.   Observational Equivalences and Reliability of Unit Root Tests 

From table 4 (in appendix), we see that most of tests don’t have ability 

to discriminate between trend and difference stationary models that 

have closer resemblance with the best fitting models for GNP series. 

The inability to discriminate between trend and difference stationary 

could be taken as observational equivalences, so if we measure 

observational equivalence with DF-GLS or Bg-Peron test, the 

observational equivalence is closer to perfect, and the probability to 

discriminate between two competing models is closer to zero.  

The results show that there are two tests which perform 

relatively better. The expected power of the best performing test i.e. the 

PPC tests for various countries based on response surface function is 

summarized in table 5 (appendix).  The simulation results are reported 

in Figure 3 reveal that actual power of unit root tests does not deviate 

much from this approximation. Power of PPC test shows different 

characteristic for different models. 

The TS models for various countries can be divided into three 

groups with respect to the power attained. For first group of countries, 

say Group I, PPC test has very low probability of rejecting unit root. 

This group contains the countries for which value of lag coefficient b1 

is close to unity and/or value of drift coefficient a1 is close to zero. 

These countries include Malta, Nicaragua, Austria, Belgium, Guyana, 

Italy and Cameroon. For these countries the PPC test has less than 25% 

power. Since all other tests have power smaller than PPC, all unit root 

tests are unable to discriminate between best fitting models of two 

types for these countries. For these countries, it could be said that the 

observational equivalence is about 75% or more. 

Group II contains the models for which the power of PPC tests 

is between 25% - 75%. This means the probability of type II error 

would be also between 25% - 75%. So, the output of PPC test is 
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uncertain for this group of countries. This group includes Norway, 

Sierra Leone, Kenya, Greece, Zimbabwe, Japan, Syria and Ecuador. 

There are moderate chances of observational equivalence, if it is to be 

measured by PP test. 

It can also be noted that the PPC test has reasonable power for 

few countries belonging to Group III. These are the countries with lag 

coefficient b1 distant from unity and/or the value of drift coefficient a1 

distant from zero. This third group of countries includes Burundi, Chad, 

Malawi, Benin and Nigeria and power of PPC test for these countries is 

more than 75%.  This implies that PPC test has reasonable ability to 

discriminate between trend and difference stationary models for these 

countries. 

For the first two groups, the conclusions of these simulation 

experiments are similar to the conclusion of Rudebusch (1993), i.e. ‘we 

don’t know’. The empirical distribution of trend and difference 

stationary are so closer to each other that even the best performing test 

doesn’t have enough power to discriminate between two types of 

models. For counties belonging to Group I & II, all tests including PPC 

and DFC have the probability of type II error greater than 25%. For the 

few countries belonging to Group III, only DFC and PPC have 

reasonable probability to discriminate between trend and difference 

stationary models. Therefore, the output of unit root tests is not much 

helpful to discriminate between trend and difference stationary models.  

9.2. Comparison of Unit Root Tests 

Assume that for GDP of any country, the estimated best fitting trend 

stationary and difference stationary model are only two possible 

models. If the true data generating process was difference stationary, 

the tests should not reject unit root. Table 3 (appendix) gives simulated 

probabilities of rejection of unit root for the DS models. It can be seen 

that the probability of rejection of unit root (Type I error) does not 

exceed 5% nominal size if the estimated parameters lie within the 

parametric space 
DS

. Therefore, all unit root tests have capability of 

transmitting right message about stationarity of the series when true 

model is DS with parameters belonging to the parametric space.  

Now if the true data generating process was trend stationary, 

than the unit root should be rejected. However, table 4 (appendix) 

reveals that the GLS detrending based tests including DF-GLS and Ng-



A Test of Unit Root Tests                                                                  | 27 

Journal of Quantitative Methods                                            Volume 3(1): 2019 

Perron test are unable to reject unit root for the trend stationary models 

with parameters belonging to QTS. Detrending based tests have the 

tendency of not rejecting unit root, regardless of the type of data 

generating process. This means, these tests are unable to determine the 

type of stationarity for the data under consideration. Similarly DFN and 

PPN tests are also unable to reject unit root when true DGP is Trend 

Stationary. The PPT test and DFT tests also have low probability to 

reject unit root for trend stationary DGP. 

However, PPC and DFC tests have maximum probabilities of 

rejecting unit root if the data was actually generated by TS model. 

Section 3 reveals that overall best performer test is PPC test.  

The power of PPC test depends on the two parameters if the 

estimated model is generated from parametric space QTS. Power 

depends on distance from the unity 1-b1 and on the lag coefficient a1. 

Larger values of 1-b1 and a1 lead to increased power (see Figure 2) and 

positively related to the value of drift coefficient.    

9.3. Stationarity of GDP Series 

The analysis presented in 9.2 shows that the tests would be 

inconclusive for most of the countries. However, for Group III of 

countries containing Burundi, Chad, Malawi, Benin and Nigeria, we 

can determine the stationarity of data series with reasonable level of 

certainty using PPC test. Also for countries belonging to Group II, PPC 

test has power between 25%-75%. When the unit root tests were 

applied to real data, all tests failed to reject unit root, for all of the 

countries included in Group III. This implies the real data series have 

more resemblance with the DS model.  

10. Applications 

The discussion presented above reveals that in the time series with 

smaller sample sizes, the Ng-Perron test and the DF-GLS test have 

little probability to reject unit root and thus unable to discriminate 

between the trend and difference stationary model. At the same time 

Phillips Perron and ADF test do better job to discriminate trend and 

difference stationary model. Therefore, we predict that Ng-Perron and 

DF-GLS test will accept null hypothesis of unit root for time series of 

with small sample sizes. There are number of evidences to support this 

claim. We provide here some evidences from published results.  
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Shahbaz, Ahmad and Chaudhary (2008) analyze real GDP per 

capita, financial development, foreign direct investment, GDP, and 

annual inflation for Pakistan. Hye, Shahbaz and Butt (2008) analyze 

output, agricultural terms of trade and technology in agriculture, Hye 

and Riaz (2008) analyze energy consumption and economic growth for 

Pakistan using Ng-Perron test. Unit root null was not rejected for all of 

the series analyzed in three studies.  

Sari and Soytas (2007) apply various unit root test to the 

following Turkish economic timer series: total employment in 

manufacturing, total electricity consumption in industry, value added-

GNP manufacturing and total fixed investment in manufacturing. They 

apply DF, DFGLS, PP and Ng-Perron test to these series with two 

specifications of deterministic part i.e. including linear trend and 

without including linear trend. Their results are totally consistent with 

the results we computed and summarized. Phillips Perron test reject 

unit root for some of these series at 1% significance level but Ng 

Perron test and DF-GLS fail to reject unit root for the same series at 

10% level of significance. For the remaining series, neither PP test nor 

remaining tests reject unit root.    

11. Conclusions  

A major problem in the comparison of various unit root tests is the 

absence of information about the data generating process of time series 

in hand.  The properties of unit root tests crucially depend on the DGP, 

and for the real data, we have no information about the true DGP. The 

estimation of DGP via general to simple methodology is also not 

feasible since the performance of estimators depend on existence or 

otherwise of unit root.  

Rudebusch’s (1993) approach offers an alternative to measure 

the performance of unit root test for any given series with unknown 

DGP. Rudebusch (1993) first estimates best fitting trend stationary and 

difference stationary models. The two models provide unbiased and 

consistent estimates of the parameters in general to simple specification 

procedure since they involve the stationary regressors. 

Rudebusch (1993) approach is extended in various dimensions 

to use it to compare the unit root tests. This procedure gives fairly clear 

comparison of various unit root tests in terms of their size and power 

properties. 
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The findings of this study are summarized as under: 

a. Size of Unit Root Tests: If we look at the size of various unit root 

tests, it appears that actual size of all tests is smaller than the 

nominal size. This means that there is upper bound on probability 

of Type I error. No size distortion was observed for any of the tests. 

b. Power of Detrending based Unit Root Tests: The simulated 

power of unit root tests gives some unexpected results. The most 

important observation is the failure of tests based on GLS 

detrending i.e. the DF-GLS and the Ng-Perron tests. DF-GLS test 

is assumed to have power closest to asymptotic power envelope 

and the Ng-Perron tests accumulates over the DF-GLS. But it 

seems that the optimality properties of these tests are based on 

asymptotic results and our study shows that these properties are not 

valid for small samples.  

c. Power of ADF and PP Tests: An overview of power of various 

unit root tests (Table 4) reveals that the clear winners in 

competition of unit root tests are PPC tests and DFC tests. The 

response surface analysis (Section 3) reveals that PPC test is 

superior to DFC test for all points in the parametric spaces
TS

.  

d. Reliability of Unit Root Tests: The simulation results show that 

most of the tests have tendency to accept unit root even if series is 

generated by TS model. Only PPC and DFC test have reasonable 

power for TS models of few countries. Therefore the tests have 

little ability to discriminate between TS and DS models. 

e. Stationarity of GDP: The conclusion (d) above shows that the 

tests would be inconclusive for most of the countries and for few 

countries we can determine the stationarity of data series with 

reasonable level of confidence using PPC test. We find that unit 

root cannot be rejected for any of these countries. Thus it can be 

concluded that the real GDP series are better described by a DS 

model.  Unit root was also not rejected for the group of countries 

for which PPC test has power between 25% and 75%.  

f. Limitations of Study: The limitations of this analysis are 

presented as under: This analysis is valid if the estimated 

parameters of best fitting DS and TS models of a series fall within 

the parametric spaces
DS

and 
TS

. Also the length of time series 

was 53 throughout this analysis and results may not hold for longer 

time series.  
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